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INTRODUCTION 


¢ Become rather challenging due to the
 tremendous number of possible label sets  

 
 
¢ Exploit correlations between different

 labels during multi-label learning  
�  lion and grassland à Africa  
�  entertainment à politics 
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CC


�  Classifier chains for multi-label classification （2011） 
¢ binary relevance method à BR 
¢ Classifier Chains model à CC 
 each binary model is extended with the 0/1 label 
 relevances of all previous classifiers  
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CC


�  Classifier chains for multi-label classification （2011） 
¢ Classifier Chains model  
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CC


¢ Bayes-optimal probabilistic classifier chains(PCC) 
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CC


¢ Why CC not PCC 

�  PCC comes at an intractable computational cost
 in practice  

�  For PCC, this implies an upper limit for L of
 around 10–15  

�  CC needs only consider a single order of the L
 label variables  
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LEAD


¢ Model dependencies between former labels and
 the current label 
�  Multi-Label Learning by Exploiting Label

 Dependency （KDD 2010）àLEAD 
¢  Learn the Bayesian network structure G 
¢  For each label yk, construct the new classifier by

 incorporating pak implied in the network G into the
 feature set.  
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LEAD


�  Multi-Label Learning by Exploiting Label
 Dependency （KDD 2010）àLEAD 
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LEAD


�  Step2：Learn the Bayesian network structure  

¢   BDAGL (Bayesian DAG learning) package  
    computing the marginal posterior probability of every       
   edge in a Bayesian network  
    O(q*2^q) q is the number of labels 
   (q<20) 
 
¢   Banjo (Bayesian ANalysis with Java Objects) package  
    (q>20) 
   maximum a posterior (MAP) structure learning using     
 simulated annealing and hill climbing for searching  
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JOINT LEARNING ALGORITHM 


Draw- back : 
 
Can’t model dependencies 

between the current label  
and the latter labels  
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JOINT LEARNING ALGORITHM  

¢ Preliminaries  
�  X denote the document feature space  
�  Y = {0, 1}m denote label space with m labels  
�  function h : X → Y  

 h(x) = [h1(x), h2(x), ..., hm(x)]  
�  paj denotes the set of parents of the j-th

 classifiers  
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JOINT LEARNING ALGORITHM 


¢ Architecture and Loss  
�  pj denotes the probability the document has the 
   j-th label  
�  Wj denotes the weight vector of the j-th model  
�  [x, pk∈paj ] denotes the feature vector x

 extended with predictions [pk∈paj ]  
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JOINT LEARNING ALGORITHM 


¢  log likelihood losses  
 
 
 
 
 
 
 
 
à 
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JOINT LEARNING ALGORITHM 


¢ minimizing the global loss function 

�  the k-th classifier are updated according to 
¢ the loss of the k-th classifier 
¢ the losses of the latter classifiers.  

�  take predictions by the former classifiers to extend the
 latter classifiers’ features （CC and LEAD） 
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JOINT LEARNING ALGORITHM 


¢  classification models  
�  logistic regression  
�  L2 SVM  

¢ minimize the global loss function  
�  the Back propagation Through Structure (BTS) 
 (Goller and Kuchler, 1996)  

 
 
 
 
 
 
 
 
 
 

17




EXPERIMENTS  

¢   Datasets  
n : the size of the entire data set, 
d : the number of the bag-of-words features,  
m : the number of labels.  
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EXPERIMENTS  

¢   Evaluation Metrics 
�  Percentage of the wrong labels to the total labels  

 
�  h(x) to match the true set of labels S exactly  

�  F score is a harmonic mean between precision and recall  
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EXPERIMENTS  

¢   Method Setup (logistic regression) 
�  Baseline  

¢ BR 
¢ LEAD 
¢ CC 

�  Our methods  
¢ JCC 
¢ JLEAD 
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EXPERIMENTS  

¢    
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EXPERIMENTS  
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EXPERIMENTS  

 

    The training time  
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CONCLUSION 

¢ CC and LEAD suffer from the drawback that
 neglects dependencies between current label and
 the latter labels.  

¢  Joint learning algorithm that allows the feedbacks
 to be propagated from the latter classifiers to the
 current classifier. 

¢   Our experiments illustrate the models trained by
 our algorithm outperform the original models.  
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FUTURE WORK 

¢ CC: 
�  One of the first classifiers predict poorly à 
   effect of error propagation along the chain  
�  Solutions: with several random label order(ECC) 

¢ LEAD 
�  Explore better way to encode the conditional

 dependencies of the labels with the feature set as the
 common parents  
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     Thank You 
      For Listening  
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