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 Introduction 

 

 Topics learned by LDA 

 does not always correlate with human judgments  

 

 incorporate prior knowledge into topic models 

 

 

 



 Introduction 
 

 Topic modeling with prior knowledge 

  inference is cumbersome for LDA model 

  only work in small-scale scenarios 

 

 Model which can both benefit from rich prior information 

and scale to large datasets 
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 LDA 
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 collapsed Gibbs sampling 
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 collapsed Gibbs sampling 
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 Factor Model for Incorporating Prior Knowledge  

 

 

 

 

 

 Existing methods （ incorporating prior knowledge） 

    use conventional Gibbs sampling 

     hinders inference. 

 

 

 LDA assumes that the hidden topic assignment 

    of a word is independent from other hidden topics. 

     loses the rich correlation between words. 
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Incorporating Knowledge into LDA 
 

 Factor Model for Incorporating Prior Knowledge  

.  Standard LDA configurations z (set by the hyperparameters α and β)  

that compromise  

 having few topics per document  

 having few words per topic 

 

Our factor model  

adds a further constraint to consider ensembles of  

topic assignments z to be compatible with a standard 

LDA model and the given prior knowledge 

 



Incorporating Knowledge into LDA 
 

 Factor Model for Incorporating Prior Knowledge  

.  
(1) standard LDA 

(2) The summation of P(z = t)  

      for sampling.  

 

speeding up the sampler is 

finding a sparse representation 

 

a. word correlation knowledge 

b. document-label knowledge 
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 Word Correlation Prior Knowledge 

 must-link relation : two words tend to be related to the same topics 

 cannot-link relation : two words should not be within the same topic. 

 

Lakers and Celtics  must-link relation 

Lakers and bank  cannot-link relation  
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 Word Correlation Prior Knowledge 
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 Other Types of Prior Knowledge 

 Labeled-LDA (document labels) 
 one-to-one mapping between topics and labels 

 restricts topics to be sampled only from the documents label set 
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 Dataset 
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 Dataset 
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 Prior Knowledge Generation 

 

 

 

 Word Correlation Prior Knowledge 

 WordNet 3.0 to obtain synsets for word types 

 

 Existing pretrained word embedding 

 

 Document Label Prior Knowledge 

 documents in the 20NG dataset are already 

associated with labels 

 



Experiments 
 

 Baselines 

 

 

 

 DF-LDA 

incorporates word must-links and cannot-links using 

a Dirichlet Forest prior in LDA 

 

 Logic-LDA 

encodes general domain knowledge as first-order 

logic and incorporates it in LDA 

 

 MRF-LDA  

encodes word correlations in LDA as a Markov 

random field 
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 Convergence 

 

 

 

log likelihood 

change is a good 

indicator of whether 

 a model has 

converged or not 
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 Convergence 
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 Document Label Prior Knowledge 

 

 

 



Conclusion 

 Theory 

 Present a factor graph framework for incorporating prior 

knowledge into topic models 

 Take advantage of the sparsity to speed up training 

 Application(Future direction) 

 Interactive topic modeling 

 Personalized topic modeling 
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